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Abstract

Large Language Models (LLMs), such as ChatGPT, are increasingly used in research,
ranging from simple writing assistance to complex data annotation tasks. Recently, some
research has suggested that LLMs may even be able to simulate human psychology and
can therefore replace human participants in psychological studies. We caution against this
approach. First, we provide conceptual arguments against the hypothesis that LLMs sim-
ulate human psychology. We then present empiric evidence illustrating our arguments
by demonstrating that slight changes to wording that correspond to large changes in
meaning lead to notable discrepancies between LLMs’ and human responses, even for the
recent CENTAUR model that was specifically fine-tuned on psychological responses. Ad-
ditionally, different LLMs show very different responses to novel items, further illustrating
their lack of reliability. We conclude that LLMs do not simulate human psychology and
recommend that psychological researchers should treat LLMs as useful but fundamen-
tally unreliable tools that need to be validated against human responses for every new
application.

Keywords: Large language models; artificial intelligence; GPT; Llama; CENTAUR;
simulated participants

1 Introduction

Since the first large language models (LLMs) were published in 2018, and especially since the
release of ChatGPT in 2022, LLMs have been applied in a wide range of sectors, ranging from
content creation and software development to education [Kasneci et al., 2023]. Indeed, the
outputs of LLMs have been so impressive across a wide range of tasks that LLMs have become
almost synonymous with the field of artificial intelligence (AI). Still, the core function of any
LLM is to simply predict the probability of each possible next word (more precisely: the next
token), randomly select the next word according to the predicted probabilities, and continue
until all desired text is generated – with no explicit regard for meaning or truth [Bender et al.,
2021]. Put simply: For each possible input text (often called “prompt”), an LLM essentially
creates a die with billions of sides, each side labeled with a possible word that could follow
(with more probable words receiving more sides) and then rolls the die to decide the next
word. The word is appended to the input text and the process is repeated until a special
“end-of-sequence” token is rolled. ChatGPT (more precisely: the underlying LLM, such as
GPT-4o or o3) is perhaps the most well-known and widely-used example of an LLM.
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LLMs are also increasingly used in research contexts, for example as assistance for scientific
writing tasks [Zohery, 2024], literature review [Khraisha et al., 2024, Scherbakov et al., 2024],
or data annotation [Kostikova et al., 2024]. The support offered by LLMs has grown to such
an extent that some scholars have suggested to list ChatGPT as a co-author of academic
publications [Alahdab, 2024, Polonsky and Rotman, 2023]. However, the increased use of
LLMs has also been accompanied by a wave of research regarding limitations and risks of
such models, especially in terms of failures in reasoning, bias and de-skilling of researchers
when over-relying on LLM assistance [Gallegos et al., 2024, Hosseini et al., 2025, Kucharavy,
2024, Messeri and Crockett, 2024].

We focus on one case of LLM use with particular relevance to psychological science: sim-
ulating human participants’ responses and thus reducing or potentially eliminating the need
for such participants. To do so, one would simply need to provide an LLM with a three-part
prompt: (1) a description of a person or a certain participant group the LLM is supposed to
simulate (e.g., US American women over 40), (2) a stimulus, such as a vignette, and (3) the
questionnaire the simulated participants are supposed to answer. Based on the prompt, the
LLM then returns responses that are meant to mimic those obtained by human participants.
Such procedures could save time as well as money, and avoid privacy-related issues [Almeida
et al., 2024, Kwok et al., 2024, Rossi et al., 2024]. Indeed, such strategies are becoming in-
creasingly popular [Park et al., 2023, 2024, Rossi et al., 2024] and Binz et al. [2025] recently
released an LLM named CENTAUR that is specifically fine-tuned for this purpose. But is this
approach valid? In other words, can LLMs simulate human psychology? In this contribution,
we provide a critical analysis from an interdisciplinary perspective, relying both on conceptual
arguments and empirical evidence.

As a starting point, we note that using LLMs instead of human participants is not without
justification: Some research does indeed suggest that, across a variety of experimental setups,
LLM answers align with the answers of human participants [Almeida et al., 2024, Bubeck et al.,
2023, Dillion et al., 2023, Kosinski, 2024]. However, we view these results with considerable
skepticism as they occlude an important issue: LLMs can, fundamentally, not simulate human
psychology when dealing with novel scenarios that go too far beyond the LLMs training data
[van Rooij and Guest, 2025]. In this paper, we take an interdisciplinary stance to provide a
holistic perspective on the issue. First, we review interdisciplinary work in favor and critical
of LLMs as simulators of human cognition and elaborate on our argument from a computer
science perspective. Next, we present empiric evidence showing that LLMs do not react like
humans to small but semantically meaningful rewordings of stimuli. Moreover, we illustrate
that LLMs can differ substantially in their responses, further highlighting concerns about
consistency and reliability in LLM-based psychology research.

2 LLMs as Research Participants

A growing number of studies have explored whether large language models can realistically
simulate human psychology. Most recently, Binz et al. [2025] introduced CENTAUR, an LLM
supposedly able to “predict and simulate human behaviour in any experiment expressible
in natural language”—a claim for which we present counterexamples later. To achieve this
capability, CENTAUR was initialized with a Llama-3.1 70b LLM and then fine-tuned on
ca. 10 million human responses from 160 experiments. But even before the introduction
of CENTAUR, researchers increasingly started suggesting that LLMs can simulate human
psychology.

Dillion et al. [2023], for example, specifically focused on moral judgments, comparing
GPT-3.5’s ratings on 464 moral scenarios previously used in psychological studies to those
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of human participants. These scenarios involved diverse moral and immoral actions ranging
from mild (e.g., yelling at a server) to severe (e.g., harming another person). The results
showed a striking correlation of .95 between human ratings and GPT ratings, indicating that
GPT-3.5 could replicate human moral judgments exceptionally well. Crucially, these cor-
relations held consistently across different demographic groups, including various ages and
genders. Accordingly, these results were taken to suggest a strong potential for using AI
models as replacements for human study participants, at least in structured, scenario-driven
tasks. LLMs could thus offer efficient support for hypothesis testing, scenario piloting, and
preliminary behavioral predictions, despite known limitations like cultural insensitivity, av-
eraging over individual variability, and factually wrong/fictional outputs. Expanding upon
this work, Dillion et al. [2025] showed further promise: human participants judged GPT-4o’s
moral reasoning as slightly superior in morality, trustworthiness, and correctness compared
to both a representative American sample and even an expert ethicist. Importantly, GPT-4o
showed high alignment across various cultural contexts, reinforcing its potential as a ver-
satile research tool, though participants could still distinguish AI-generated responses from
human-generated ones.

Complementing these findings, Jiang et al. [2025] introduced Delphi, a specialized model
trained explicitly on crowdsourced moral judgments. Delphi substantially outperformed
general-purpose models like GPT-4, successfully generalizing to complex moral contexts and
adjusting to subtle contextual nuances. However, while Delphi demonstrated advanced moral
judgment capabilities, it also inherited systematic biases and cultural limitations from its
training data. The authors thus recommended to combine LLMs with other systems that
represent moral theories (and reasoning) in an explicit form that is both machine- and human-
readable.

A related strand of research evaluates AI moral competence through “Moral Turing Tests”,
initially proposed by Allen et al. [2000], who argued that, in order to qualify as morally com-
petent, moral AI systems should produce moral judgments indistinguishable from human
judgements. Aharoni et al. [2024] empirically tested this idea, showing that GPT-4’s moral
evaluations were perceived as more rational, trustworthy, and intelligent than human eval-
uations, though AI responses were recognizable due to their lower emotional engagement.
Similarly, Garcia et al. [2024] found that GPT-3.5 produced persuasive moral justifications -
often preferred by participants in emotionally charged scenarios.

3 Critiques of LLMs as Simulators of Human Psychology

We are not the first to argue that LLMs do not reliably simulate human psychology. Here,
we summarize the most important critiques.

Non-Human Reactions to Instructions. To achieve a simulation of human responses,
LLMs need to be instructed - via text in the prompt - what kind of human participant they
should simulate and what contextual information they should take into account. However,
prior research has shown that LLMs do not always react to these instructions as intended.
For example, Zhu et al. [2024] empirically investigated LLMs as user simulations in rec-
ommender systems (e.g., systems that automatically recommend movies or products on the
internet) and found that recommendations only became accurate if the prompt contained a
lot of information about the target user whereas less extensive prompting yielded inaccurate
recommendations. Garcia et al. [2024] revealed that LLM moral judgments shifted more dra-
matically than human judgments depending on framing of moral scenarios. More generally,
Wang et al. [2025] argue that the textual descriptions in typical prompts are too simplistic to



preprint as provided by the authors 4

accurately describe a human persona.

Inconsistency Across Simulations. Multiple authors also report inconsistencies in LLM
simulations, for example when switching LLMs or re-phrasing the prompt [Wang et al., 2025].
Ma [2024] examined LLM behaviors in dictator games, benchmarking these against expected
human behaviors derived from extensive literature. They conclude that assigning human-like
identities to LLMs does not lead to consistent human-like behavior, highlighting substantial
variability and inconsistencies even within the same model families and noting that these
behaviors are highly sensitive to prompt formulations and model architectures. Our empiric
argument in this paper builds on this work.

Inability to Capture Human Diversity. Even if LLMs are able to reproduce the average
responses of humans, multiple authors report that LLMs are unable to reproduce the variance
and diversity of human responses - even if prompted with different personas [Wang et al., 2025,
Harding et al., 2024]. For example, Rime [2025] compares interviews conducted with human
podcast creators to those with ChatGPT-generated personas and finds that, although the
generated personas appear credible, their responses reveal a notable lack of clear-cut opinions
(unlike human data), thus reducing the variance of opinions represented. Kwok et al. [2024]
showed that LLMs fail to simulate cultural diversity, even when prompted with different
personae.

Biases of LLMs. Similar to other machine learning systems, LLMs are prone to reproducing
biases present in the training data, such as cultural, gender, occupational and socio-economic
biases [Wang et al., 2025]. While the accurate reproduction of human biases may even be
desirable in a simulation of human psychology, the biases tend to be different from human
biases because training data is not representative of human diversity [Rossi et al., 2024, Rime,
2025].

“Hallucinations”. Multiple authors report the tendency of LLMs to “hallucinate,” meaning
the generation of factually incorrect or fictional content that appears superficially convincing
[Huang et al., 2025, Reddy et al., 2024, Rossi et al., 2024]. While multiple causes for these
effects have been discussed—such as biases in the training data, training mechanisms, or model
architectures [Huang et al., 2025, Reddy et al., 2024]—a simple explanation is that there is
no mechanism inside an LLM that would distinguish between fact or fiction. In other words,
“hallucinations” are not different from LLMs normal behavior; LLMs always “hallucinate,”,
the generated text just happens to be factual in many cases. Irrespective of the specific nature
of “hallucinations”, though, they are yet another case of deviations between human and LLM
responses.

Theoretical Arguments. Some authors have also raised theoretical arguments against
LLMs as simulators of human psychology. [Van Rooij et al., 2024] have provided a mathe-
matical proof that it is computationally infeasible to find a computational model (such as an
LLM) that responds like humans across all possible inputs, just based on observations (this
is a strongly simplified version of the argument; we refer to the original paper for the full
complexity). Therefore, given that LLMs have been trained efficiently on observations, they
cannot have solved this problem and there must exist inputs where LLMs fail to approximate
human responses. From the perspective of good scientific practice, Harding et al. [2024] argue
that, even if LLMs were to mimic human responses in almost all cases, the remaining uncer-
tainty regarding the accuracy of the simulation would necessitate validating the simulation
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with human data - in which case one could just use human n data to begin with, instead
of the LLM-generated data. In response to the LLM CENTAUR [Binz et al., 2025], Bowers
et al. [2025] argued that CENTAUR is unlikely to contribute to building a theory of human
cognition for three reasons: First, CENTAUR was not subjected to difficult tests (which our
paper intends to do); second, CENTAUR is not constrained by limits of human cognition and
thus can produce implausible behavior; third, it remains unclear how to extract psychological
theory from an LLM.

We agree with the concerns raised by prior work and contribute one additional theoretical
argument from a machine learning perspective. In machine learning, solving a task on pre-
viously unseen data, such as a new token sequence, is referred to as generalization [Ilievski
et al., 2024]. There are good reasons to believe that generalization is possible if the new data
is similar to the old data – for example, if the new data and the old data stem from the same
probability distribution (meaning the same source, e.g., the same population).

In the case of LLMs, generalization can be expected in the sense that text that looks like
the training data will be generated in response to all prompts that are similar to the training
data. However, there is no guarantee that generalization holds in the space of meaning. In
other words: the training data containing examples of human-like responses to psychological
stimuli does not imply that the trained LLM will also respond human-like to new stimuli – only
that the text output will look superficially similar. We acknowledge that contemporary LLMs
are trained beyond pure text completion: instruction-based fine tuning and reinforcement
learning from human feedback are commonly used to achieve text completion that satisfies
human raters, in the sense that the completions appear like appropriate responses to textual
queries [Ouyang et al., 2022, Zhang et al., 2023]. However, the fundamental point remains:
The models are trained based on text, and all input is represented as token sequences, such
that generalization should be expected only towards similar token sequences. Generalization
should not be expected in terms of similar meaning or similar tasks – and even less towards
tasks that never occurred in the training data.

Unfortunately, this is precisely the generalization needed to use LLMs as simulators of
human psychology: LLMs would need to generalize in the sense that they behave like humans
in a novel experimental setup – otherwise, why run the study? This requires extrapolation
far beyond the training data, which is difficult for any machine learning model and should
not be expected of LLMs, either.

Indeed, prior experiments already revealed failure cases in line with our theory. Negations
and antonyms are classic failure cases in language models: most language models have treated
token sequences “good” and “bad” as very similar even though they are opposites [Truong et al.,
2023], leading to unexpected behaviors. These specific failures have become less frequent with
larger models, but failures are still frequent for prompts that go beyond the training data.
For example, Kosinski [2024] claimed that LLMs might have theory of mind because they
responded to theory of mind tests similarly to nine-year old children. However, Hu et al. [2025]
showed that subtle variations in the theory of mind vignette, such as describing transparent
containers, are ignored by LLMs, yielding absurd responses. These results suggest that, in
line with our theory, simple token similarity is more predictive of LLM generalization behavior
than human notions of meaning.

Below, we test our argument on a particularly interesting case: Dillion et al. [2023] claimed
that LLMs can simulate human psychology by showing that they make moral judgments
remarkably similar to human participants. However, we argue that they used moral scenarios
described in token sequences that are frequent in the training data. If LLMs are true simulators
of human psychology, they should behave like humans even when evaluating moral scenarios
described in token sequences that are subtly different from the training data. But we predict
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that they will generalize in an undesirable fashion – a prediction we test below.

4 Demonstrations of the Limitations of LLMs

4.1 Minor Changes in Wording that Correspond to Major Changes in
Meaning

As mentioned above, Dillion et al. [2023] demonstrated that GPT-3.5 made moral judgements
remarkably similar to human participants. Indeed, across 464 moral scenarios, GPT’s ratings
and human ratings showed a correlation of r = .95. Using a subset of these moral scenarios,
we tested whether this strong correspondence (a) replicates with other LLMs and (b) remains
intact even after varying the wording of each scenario slightly, thus introducing crucial se-
mantic changes while leaving most of the original tokens unchanged. Specifically, we predict
that subtle rewording of the scenarios to change their semantic meaning while keeping the
token sequences similar will affect human ratings more strongly than LLM ratings. We test
this by examining (a) whether the correlation between human and LLM ratings will be lower
for reworded items compared to original items. And (b) whether LLMs and humans will be
adequately represented by a single pooled regression line when predicting morality ratings of
reworded items from ratings of the original items. Here, we expect that separate regression
lines for LLMs and human participants will yield better predictions, providing evidence that
LLMs generate moral ratings differently than humans. Taken together, we test whether LLMs
simulate human psychology when items are re-worded.

4.2 Method

We selected a subset of 30 moral scenarios used by Dillion et al. [2023], who took the human
ratings from Clifford et al. [2015], Cook and Kuhn [2021], Effron [2022], Grizzard et al. [2021],
Mickelberg et al. [2022]. We first re-worded the items so that they all had the same format.
For example, “You see a man lashing his pony with a whip for breaking loose from its pen”
from Clifford et al. [2015] became “Person X lashed his pony with a whip for breaking loose
from its pen.” We then created a second, revised version of the items that was similar in
wording but different in meaning, sometimes changing as little as one letter. For example,
“Person X cut the beard off of a local elder to shame him” [Grizzard et al., 2021] became
“Person X cut the beard off of a local elder to shave him.” A full list of original and revised
items can be found in Table 1.
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To obtain human ratings, we recruited N = 400 US-based participants from Prolific.
After excluding participants who failed the attention check, our final sample size was 374
(211 women, 157 men, 3 nonbinary, 1 trans-female, 1 genderless; 15 Asian, 80 Black, 18
Latina/e/o, 1 Middle Eastern or North African, 7 Native American / Alaskan Native, 1
Native Hawaiian / Pacific Islander, 270 White; Mage = 39.54, SDage = 12.53).

Upon accepting the study on Prolific, participants were forwarded to our online survey.
Participants were randomly assigned to rate the original or reworded items and items were
presented in randomized order. For each item, participants rated how ethical they found the
described behavior on a scale ranging from -4 (extremely unethical) to +4 (extremely ethical).
After completing all items, participants provided demographic information including gender,
race/ethnicity, and age.

To obtain ratings from LLMs we queried GPT-3.5-Turbo (the model used by Dillion et
al.), the more recent GPT-4o-mini (one of the LLMs behind ChatGPT), Llama-3.1 70b (the
foundation model behind CENTAUR) and CENTAUR with a three-part prompt: First, we
provided the same instruction as for human participants, namely: “On the next page, you will
be presented with a range of different behaviors. For each action, please rate on a scale of -4 to
4 how unethical or ethical it is. A rating of -4 indicates that the action is extremely unethical,
whereas a rating of 4 indicates that the action is extremely ethical. Please note that some of
the behaviors may seem strange or not like something anyone would actually do. There might
be surprising words or behaviors that seem bizarre. These are not errors. Please still rate how
ethical or unethical the action is. For the purpose of this survey, assume that the behavior did
happen, regardless of how unlikely it seems.” Second, we provided examples of moral scenarios
with ratings (so-called few-shot prompting), in line with the procedure of Dillion et al. [2023].
Finally, we provided the new scenarios the model should rate. We repeated each query 10 times
to account for random variations and report the mean and standard deviation for humans
and GPT-4o-mini (Table 1). GPT-4o-mini is shown here exemplarily as the best-performing
LLM among all LLMs included in this paper in terms of the chatbot arena evaluation https:
//openlm.ai/chatbot-arena/. Data for all ratings by human participants and LLMs can be
found at https://osf.io/qbev7/?view_only=1fee15982a714e02bc04ed93cd12afea.

4.3 Analytic Strategy

We first computed the Pearson correlation between human and LLM ratings for the original
moral scenarios, to see if we could replicate the findings by Dillion et al. [2023]. We also
computed the correlation for the re-worded scenarios and tested the difference in correlation
via Fisher’s r-to-z transformation and pairwise z-tests. Reported p-values are Bonferroni-
corrected to account for multiple comparisons. We further evaluated whether the change
from original to reworded items was the same for LLMs and human participants by comparing
model fits between a pooled linear regression (combining LLM and human data) and a group-
specific model with separate slopes for each group. This comparison was conducted using
Chow’s test Chow [1960], which detects structural breaks between regression lines. If LLMs
simulate human psychology, the pooled model should suffice; if not, separate models will
fit significantly better, thus indicating systematic divergence under slight changes in item
wording. Finally, we assess the consistency of ratings across LLMs by comparing absolute
mean differences between ratings for original and reworded items, respectively.

4.4 Results

As can be seen in Table 2, we replicated what Dillion et al. [2023] found: For the original
items, ratings from human raters and all LLMs were nearly identical. However, Table 3

https://openlm.ai/chatbot-arena/
https://openlm.ai/chatbot-arena/
https://osf.io/qbev7/?view_only=1fee15982a714e02bc04ed93cd12afea
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Figure 1: Mean Morality Ratings for Reworded Scenarios by Human Participants and different
LLMs for each item tested. Whiskers represent standard deviation.

Table 2: Correlations Between Ratings of Moral Scenarios (r). *** pcorr < .001; ** pcorr <
.01; * pcorr < .05.

2 3 4 5 6 7 8 9 10

1. Human raters, original items .54 .97*** .90*** .99*** .98*** .99*** .82*** .99*** .85***
2. Human raters, reworded items - .51 .52 .53 .55 .64** .56 .61*
3. GPT-3.5, original items - .89*** .98*** .97*** .98*** .77*** .98*** .81***
4. GPT-3.5, reworded items - .91*** .91*** .90*** .71*** .90*** .75***
5. GPT-4, original items - .99*** .99*** .80*** .99*** .84***
6. GPT-4, reworded items - .98*** .80*** .98*** .84***
7. Llama, original items - .80*** 1.00*** .84***
8. Llama, reworded items - .80*** .92***
9. CENTAUR, original items - .83***
10. CENTAUR, reworded items -

Table 3: z-Statistics Testing Differences Between Correlation Coefficients. Variables: 1. Hu-
man raters, original items, 2. Human raters, reworded items, 3. GPT-3.5, original items,
4. GPT-3.5, reworded items, 5. GPT-4o-mini, original items, 6. GPT-4o-mini, reworded
items, 7. Llama, original items, 8. Llama, reworded items, 9. CENTAUR, original items, 10.
CENTAUR, reworded items.

Variable Pair 1 Variable Pair 2 r1 r2 |z| p pcorr

1 ∼ 2 3 ∼ 4 .54 .89 3.03 .001 .01
1 ∼ 2 5 ∼ 6 .54 .99 7.25 .001 .001
1 ∼ 2 7 ∼ 8 .54 .80 1.82 .035 .277
1 ∼ 2 9 ∼ 10 .54 .83 2.17 .015 .119
1 ∼ 3 2 ∼ 4 .97 .46 6.15 .001 .001
1 ∼ 5 2 ∼ 6 .99 .53 7.77 .001 .001
1 ∼ 7 2 ∼ 8 .99 .64 7.30 .001 .001
1 ∼ 9 2 ∼ 10 .99 .61 7.59 .001 .001
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Figure 2: Scatter plot of mean morality ratings for each scenario in the reworded condition (y-
axis) against its rating to the original wording (x-axis). Circles mark human ratings ratings,
squares Llama ratings, and triangles CENTAUR ratings. The same points are plotted in the
Llama (left) and CENTAUR (right) subplots, respectively,showing the pooled fit through all
points (grey), contrasted with group-specific regressions. Shaded areas around the regression
lines indicate the 95% confidence interval.

(lower half) indicates that, for the reworded items, the correlation between human and LLM
ratings was considerably weaker. Indeed, we find that the ratings of GPT3.5 and GPT-4 tend
to be almost identical for original and re-worded items (r = .89 and r = .99, respectively)
and highly correlated for Llama-3.1 70b (r=0.80) and CENTAUR (r = 0.83), reflecting the
similarity in wording and ignoring the differences in meaning (in line with our argument).
Human raters, on the other hand, responded differently to the reworded items (r = .54), with
the correlation between original and reworded items for humans being much lower compared
to GPT-4 and GPT-3.5. However, the difference in correlations is not significant for Llama-
3.1 70b and CENTAUR after correcting for multiple testing. We also observe that Llama-3.1
70b and CENTAUR still display significant correlations with human ratings after re-wording,
albeit weaker ones. Interestingly, the CENTAUR model, which is a version of Llama-3.1 70b
specifically fine-tuned to produce human-like answers to psychological questions, performs
very similarly to the original Llama-3.1 model, suggesting that the fine-tuning does not impact
results on our data. Still, these results motivate further investigation.

We therefore compared model fits between single pooled regressions (combining human
and model data) with group-specific regressions for the two top-performing LLMs in terms
of human-likeness, Llama and CENTAUR. For Llama, fitting separate lines for human and
Llama ratings led to a significantly better fit than the pooled model (F = 5.47, p = .007).
Likewise for CENTAUR, the separate-group regressions outperformed to pooled regression
(F = 6.36, p = .003). In both cases, wording changes influenced human and LLM ratings in
distinct ways, in line with our argument (see Figure 2).
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Figure 3: Rewording-induced change in Morality Ratings. Bar plots show the absolute mean
difference between ratings of original scenarios and their reworded counterparts (x-axis), plot-
ted separately for (from top to bottom) human ratings , GPT-3.5, GPT-4o-mini,Llama and
CENTAUR. To ensure comparability, items are sorted within each panel to reflect the de-
creasing magnitude of change for human ratings.

4.5 LLMs Are Inconsistent in Their Ratings

To assess how strongly ratings shift in response to wording changes, we calculated the mean
absolute difference in ratings between original and reworded items for each scenario, separately
for LLMs and human raters. Across items, GPT-4 exhibited a mean absolute rating shift of
0.42 (SD = 0.56), GPT-3.5 showed a comparable shift of 0.75 (SD = 1.47), Llama-3.1 showed
a somewhat larger shift of 1.18 (SD = 1.38), and CENTAUR a comparable shift to Llama-3.1
of 1.25 (SD = 1.47). Human ratings, by contrast, displayed larger differences, with a mean
shift of 2.20 (SD = 1.08). This confirms, once more, that LLMs do not react to semantic
wording changes the same way humans do.

Comparing the shifts per scenario in detail (see Figure 3) also reveals inconsistencies
between models: GPT4 and GPT-3.5 both tend not to react much to semantic rewording
but they react to different scenarios. GPT-3.5 tends to be slightly more in line with human
shifts compared to GPT-4o-mini. Llama and CENTAUR react more to changes, but quite
differently than humans. Changes between Llama and CENTAUR appear consistent, which
can be explained by the fact that CENTAUR is a fine-tuned version of Llama.



preprint as provided by the authors 14

4.6 Discussion

Our findings provide a clear demonstration of the limits of using LLMs (at least the four LLMs
tested here, GPT-3.5-Turbo, GPT-4o-mini, Llama-3.1 70b and CENTAUR) for simulating
human psychology.

First, reproducing the core result of Dillion et al. [2023], we found that LLMs mirror hu-
man moral judgments on a set of 30 moral scenarios. This supports the notion that LLMs
can replicate human moral judgments on scenarios close to (or contained in) the training
data of LLMs. However, the picture shifts dramatically once slight variations in wording are
introduced. Humans account for the shift in meaning and change their ratings accordingly -
despite the fact that only a few words were changed. By contrast, the ratings of LLMs (espe-
cially GPT-3.5-Turbo and GPT-4o-mini) were hardly affected by the rewordings. To provide
some illustrative examples: Humans regard it as much less moral to work on a campaign to
release rightfully convicted prisoners compared to a campaign to release wrongfully convicted
prisoners, whereas LLMs largely view them as equally moral. Similarly, while human partici-
pants viewed setting up traps to catch stray cats as unethical, they viewed it as ethical to set
up traps to catch rats. LLMs, on the other hand, viewed both setting traps to catch cats and
setting traps to catch rats as unethical. These examples highlight how LLMs can overlook
meaningful ethical distinctions that humans make.

The resulting drop in human-model correlation, together with the insight that separate
regressions for humans and LLMs predict responses more accurately than a unified model,
reveal a fundamental brittleness in line with our theoretical argument: LLMs generalizes
based on textual rather than semantic similarity.

These results mirror the early work of Allen et al. [2000], who introduced the idea of a
“Moral Turing Test” long before LLMs were conceived, warning that bottom-up methods, such
as training agents through staged moral lessons or running evolutionary simulations, may fail
when it comes to abstraction, generalization, and resolving rule conflicts. They even argued
that truly perfect moral reasoning may be beyond what any machine can achieve. In line
with this foundational theory, recent empirical work, including our own, demonstrates that
LLMs are likewise prone to framing effects [Garcia et al., 2024] and that LLM simulations of
economic decisions diverge sharply under prompt variations [Ma, 2024].

5 How can LLMs Support Psychological Research?

The arguments listed in our review, our theoretical argument on the lack of generalization,
and our empirical results showing this lack of generalization, all lead us to the conclusion
that LLMs should not be treated as (consistent or reliable) simulators of human psychology.
Therefore, we recommend that psychologists should refrain from using LLMs as participants
for psychological studies.

Still, LLMs may be useful in other ways in psychological research, for example as tools for
brainstorming, pilot testing, and refining experimental materials, perhaps even automating
single, well-validated steps of data annotation. Crucially, however, researchers should remain
able to validate all LLM outputs - and this is not possible if the LLMs produce the primary
research data.

Helpful practices when engaging with LLMs include: to deliberately vary prompts to check
the consistency of the LLM across such variations, to keep a precise record of every prompt
text, model version, and parameter setting, to evaluate different LLMs, and to validate LLM
outputs against manually produced data on small evaluation datasets.

Overall, researchers should treat LLMs as a fundamentally unreliable (but nonetheless
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useful) technology that differs in meaningful ways from traditional software tools with well-
specified and predictable behavior. As such, researchers need both healthy distrust toward
LLMs as well as sufficient skill and domain knowledge to validate LLM behavior manually (at
least for example outputs). This is required by basic tenets of good scientific practices as well
as a more fundamental, ethical point: Humans, not machines, are the responsible authors of
research work, and to take responsibility (and credit) for research, one must understand and
validate it in full.

6 Conclusion

The impressive successes of LLMs across a wide range of benchmarks with seemingly human-
like or even super-human capabilities has yielded some optimism that LLMs may be able
to function as simulators of human cognition, which would equip psychological researchers
with a powerful tool to run experiments with large sample sizes without any need for human
participants. Perhaps most prominently, the CENTAUR model was recently released with
the claim to “predict and simulate human behaviour in any experiment expressible in natural
language”. Unfortunately, this is not true (although CENTAUR and Llama-3.1 70b show a
higher correlation with human responses in our data compared to GPT-3.5-Turbo and GPT-
4o-mini).

As plenty of researchers have argued before: LLMs are biased by their reliance on text
(specifically: the text in the training data) to behave differently to humans, under-estimate
the variance of human answers, and are conceptually distinct from human minds. We add
an argument based on generalization theory: There is no theoretical basis for the belief that
capabilities in a particular benchmark generalize to inputs that are different from the specific
inputs used in the benchmark.

Beyond these theoretical and conceptual arguments we provide an empiric argument: if
inputs are re-worded, we would need LLMs to still align with human responses. But they do
not (at least not consistently), as we showed in the example of moral scenarios. Therefore,
we argue that LLMs should be regarded as useful but fundamentally unreliable tools for
psychological research that need to be re-validated in any new domain and for any new
research question.
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